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Abstract. Subjective expression extraction is a central problem in fine-grained 
sentiment analysis. Most existing works focus on generic subjective expression 
extraction as opposed to aspect specific opinion phrase extraction. Given the 
ever-growing product reviews domain, extracting aspect specific opinion phrases 
is important as it yields the key product issues that are often mentioned via 
phrases (e.g., “signal fades very quickly,” “had to flash the firmware often”). In 
this paper, we solve the problem using a combination of generative and discrim-
inative modeling. The generative model performs a first level processing facili-
tating (1) discovery of potential head aspects containing issues, (2) generation of 
a labeled dataset of issue phrases, and (3) feed latent semantic features to subse-
quent discriminative modeling. We then employ discriminative large-margin and 
sequence modeling with pivot features for issue sentence classification and issue 
phrase boundary extraction. Experimental results using real-world reviews from 
Amazon.com demonstrate the effectiveness of the proposed approach. 

1  Introduction 

Aspect-based sentiment analysis is one of the main frameworks in opinion mining [1]. 
This thread focuses on unigram modeling as opposed to phrases which are more ex-
pressive. The fine-grained sentiment analysis paradigm [2] focuses on generic expres-
sions as opposed to aspect specific expressions. Thus, there lies a big disconnect: ex-
tracting aspect specific sentiment expressions (opinion phrases). 

Working in the most ubiquitous consumer reviews domain, this paper proposes a 
framework for extracting aspect specific opinion phrases. Further, we focus on senti-
ment expressions implying negative opinions. We call these issues. Extracting phrasal 
issues is important as they delineate the key problematic aspects of products that people 
want to know before making purchase decisions. Also, in contrast to positive opinion 
phrases that are relatively easier to discover (as they often involve direct positive opin-
ions), discovering phrasal issues is more challenging as they appear in myriad types: 
direct (“signal strength was bad”) or indirect (“had to flash firmware everyday”), con-
taining verb phrase (“has been dropping connection”), noun, adjective or adverbial 
phrase (“voice commands operate only a limited set of features”), etc. We propose a 
holistic approach that caters for all types. Our approach is also context and polarity 
independent facilitating generic aspect specific opinion phrase extraction. 

Formally, the task can be stated as follows: Given a sentence, 𝑠𝑠 = (𝑤𝑤1, … 𝑤𝑤𝑛𝑛), dis-
cover the head aspect (HA/issue subject), 𝑤𝑤𝐻𝐻𝐻𝐻=𝑖𝑖 and a sub-sequence (𝑤𝑤𝑝𝑝 … 𝑤𝑤𝑞𝑞), 𝑝𝑝 ≤
𝑖𝑖 ≤ 𝑠𝑠 that best describes the issue, i.e., an aspect specific opinion phrase on the head 



aspect and containing the head aspect. Throughout the paper, we will refer to head as-
pect and issue subject interchangeably. Examples below show labeled product issues 
within [[ ]] with the issue subject (head aspect) italicized: 
• The first one I got working for about 2 weeks, then it [[started to drop the signal]], 

causing me to have to power cycle the unit. 
• On the not so good side - We find the GPS [[voice to be not as clear]] as other GPSs 

we have used. 
Although there are works that discover aspect/topic phrases using topic modeling [3, 

4] and those that extract generic subjective expressions [5, 6, 7] using conditional ran-
dom fields (CRFs), they lack the correspondence of the aspect and sentiment terms 
appearing in the sentence context. The proposed aspect specific sentiment expression 
task setting includes the head aspect within the phrase that naturally addresses the cor-
respondence issue. Belonging to the family of information extraction problems, our task 
has resemblances with various works which are noted below. 

In [8], subjective verb expressions were discovered using markov networks; in [9], 
supervised keyphrase extraction was used; and in [10], a re-ranking approach was used 
on the output of a sequence model to improve opinion expression extraction. These 
works mostly relied on word level features under the first-order Markov assumption. In 
[11, 12], segment features were used via semi-CRFs.  

Parsing, phrasal, relational,  and syntactic feature based approaches [13, 14, 15, 16] 
have also been successful in opinion mining. In our context, the work of [17] is relevant 
where features indicating dependency relations between opinion expressions were em-
ployed for opinion expression extraction. However, their approach relies on the output 
of a sequence labeler, prohibiting dependency features to be encoded in a sequence 
model. Other related works where sequence modeling was used include polarity iden-
tification [18, 19] and opinion relation extraction [20]. 

On a broader scope, this work is also related to the family of approaches in para-
phrase learning [21], clustering [22], emotional paraphrase extraction [23], and 
keyphrase extraction [24] as they also discover phrase boundaries in their relevant con-
texts. 

However, above works focus either on generic subjective expressions, aspect/topic 
phrases, paraphrases, or keyphrases as opposed to aspect specific opinion phrases 
which is the focus of this work. They tend to employ variations of term, segment, struc-
tural, syntactic, or rule/window based features as opposed to our proposed pivot fea-
tures with respect to the head-aspect that allow modeling arbitrarily long opinion 
phrases. Also, above works that employ sequence modeling (e.g., [18, 20]), rely on 
canonical CRFs for phrase boundary detection. This has two shortcomings in our given 
problem context: (i) Canonical CRFs have a strong bias towards detecting a potential 
opinion phrase (issue) around the head aspect for every sentence in which the head 
aspect appears. This unfortunately leads to higher false positive rate as not every sen-
tence mentioning the head aspect has an issue. We noticed this in our pilot studies, (ii) 
Under canonical CRFs, the space of potential issue phrases is much smaller than all 
possible enumerable sequences resulting in inaccurate phrase boundary detection. To 
address these shortcomings, we propose a two-step approach: 

 
• Task I: Given a head aspect (HA), detect whether a sentence containing the HA 

mentions an issue. 



• Task II: Given a HA and a sentence mentioning an issue, extract the issue phrase 
boundary. 

To solve these tasks, we first posit a generative model, ME-ASM for domain-wise 
aspect specific sentiment extraction. ME-ASM provides us potential head aspects con-
taining issues which directly feeds the issue annotation pipeline. Next, we use discrim-
inative modeling for tasks I and II and leverage the generative model’s posterior as 
features in the discriminative sequence model which significantly improves phrase ex-
traction performance. To our knowledge, this has not been attempted before in opinion 
mining. The key contributions of this work include: 
• A domain-wise aspect specific sentiment generative model for detecting head as-

pects. 
• A family of pivot features for task I and phrase structural constraints for task II that 

can be used with generic discriminative and sequence modeling respectively.  
• A comprehensive evaluation of the proposed methods against baselines including 

feature ablation and domain adaptation.  
• A labeled data of aspect specific opinion phrases across 6 domains containing 3610 

instances (sentences) tagged with phrase boundaries that imply negative opinions. 
The dataset used in this work is available at http://www.cicling.org/2016/data/10. 

2 Aspect Specific Sentiment Modeling  

We now present our generative semi-supervised model for extracting domain-wise as-
pect specific sentiments. As mentioned in §1, this is the first major step that feeds the 
pipeline for both tasks: [I] issue sentence classification, [II] issue phrase boundary ex-
traction. Our model, ME-ASM (Max-Ent Aspect Sentiment Model) has resemblances 
to previous aspect extraction models [25, 26, 27, 28] but aims to deliver i) robust do-
main-wise aspects, ii) clear separation of aspects from aspects specific sentiments, and 
iii) sentence level modeling for sharper aspect extraction. 

As noted in [25], modeling entire reviews as documents tend to correspond to the 
product’s global properties (e.g., brand, name) resulting in overlapping aspects. To 
avoid this, we perform sentence level modeling. We posit 𝑎𝑎1…𝐻𝐻 aspects, 𝑜𝑜1…𝐻𝐻 aspect 
specific sentiments, and background language models using multinomials 𝜑𝜑𝑎𝑎
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Figure 1: Plate notation of ME-ASM 



𝜑𝜑𝑏𝑏 drawn from 𝐷𝐷𝑖𝑖𝐷𝐷(𝛽𝛽) respectively over the vocabulary 𝑣𝑣1…𝑉𝑉 . For each domain 𝑑𝑑, we 
draw a domain specific aspect distribution 𝜃𝜃𝑑𝑑~𝐷𝐷𝑖𝑖𝐷𝐷(𝛼𝛼). Next, for each review sentence 
(document), 𝑠𝑠𝑑𝑑 of a domain, 𝑑𝑑 we draw an aspect, 𝑧𝑧𝑑𝑑,𝑠𝑠~𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝜃𝜃𝑑𝑑). We assume that each 
sentence evaluates one aspect which mostly holds in the review domain. Next, to gen-
erate each word, 𝑤𝑤𝑑𝑑,𝑠𝑠,𝑗𝑗 of the sentence, 𝑠𝑠𝑑𝑑 we first set the switch variable 𝐷𝐷𝑑𝑑,𝑠𝑠,𝑗𝑗 ←
𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝜓𝜓𝑑𝑑,𝑠𝑠,𝑗𝑗) from a previously trained discriminative model (see §2.2). The switch 
variable, 𝐷𝐷 ∈ {𝑎𝑎,̂ 𝑜𝑜,̂ 𝑏𝑏̂} takes on values corresponding to aspect, sentiment, and back-
ground words as estimated by the switch model 𝜓𝜓. Finally, depending upon the latent 
aspect, 𝑧𝑧𝑑𝑑,𝑠𝑠 and the switch variable 𝐷𝐷𝑑𝑑,𝑠𝑠,𝑗𝑗, we emit 𝑤𝑤𝑑𝑑,𝑠𝑠,𝑗𝑗 as follows: 

𝑤𝑤𝑑𝑑,𝑠𝑠,𝑗𝑗 ~ 

⎩�
�⎨
��
⎧𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀(𝜑𝜑𝑏𝑏)       if  𝐷𝐷𝑑𝑑,𝑠𝑠,𝑗𝑗 = 𝑏𝑏̂

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀�𝜑𝜑𝑧𝑧𝑑𝑑,𝑠𝑠
𝐻𝐻 �   if  𝐷𝐷𝑑𝑑,𝑠𝑠,𝑗𝑗 = 𝑎𝑎̂

𝑀𝑀𝑀𝑀𝑀𝑀𝑀𝑀�𝜑𝜑𝑧𝑧𝑑𝑑,𝑠𝑠
𝑂𝑂 �   if  𝐷𝐷𝑑𝑑,𝑠𝑠,𝑗𝑗 = 𝑜𝑜 ̂

           (1) 

2.1 Inference 

We employ MCMC Gibbs sampling for posterior inference. As latent variables 𝑧𝑧 and 𝐷𝐷 
belong to different levels, we hierarchically sample 𝑧𝑧 and then 𝐷𝐷 for each sweep of a 
Gibbs iteration as follows: 

𝑝𝑝�𝑧𝑧𝑑𝑑,𝑠𝑠 = 𝑎𝑎�𝑍𝑍¬𝑑𝑑,𝑠𝑠, 𝑅𝑅¬𝑑𝑑,𝑠𝑠,𝑊𝑊¬𝑑𝑑,𝑠𝑠� ∝  
�𝑛𝑛𝑑𝑑,𝑎𝑎

𝑠𝑠 �
¬𝑑𝑑,𝑠𝑠

+𝛼𝛼
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𝑠𝑠 �

¬𝑑𝑑,𝑠𝑠
+𝐻𝐻𝛼𝛼

× ��∏ Γ�𝑛𝑛𝑎𝑎,𝑣𝑣
𝐴𝐴 +𝛽𝛽�

Γ�𝑛𝑛𝑎𝑎,𝑣𝑣
𝐴𝐴

¬𝑑𝑑,𝑠𝑠
+𝛽𝛽�

𝑉𝑉
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 � Γ�𝑛𝑛𝑎𝑎,(⋅)
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Γ�𝑛𝑛𝑎𝑎,(⋅)
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¬𝑑𝑑,𝑠𝑠
+𝑉𝑉𝛽𝛽�

�� × ��∏ Γ�𝑛𝑛𝑎𝑎,𝑣𝑣
𝑂𝑂 +𝛽𝛽�

Γ�𝑛𝑛𝑎𝑎,𝑣𝑣
𝑂𝑂

¬𝑑𝑑,𝑠𝑠
+𝛽𝛽�

𝑉𝑉
𝑣𝑣=1 �/ � Γ�𝑛𝑛𝑎𝑎,(⋅)

𝑂𝑂 +𝑉𝑉𝛽𝛽�

Γ�𝑛𝑛𝑎𝑎,(⋅)
𝑂𝑂

¬𝑑𝑑,𝑠𝑠
+𝑉𝑉𝛽𝛽�

��                  (2) 

𝑝𝑝�𝐷𝐷𝑑𝑑,𝑠𝑠,𝑗𝑗 = 𝑀𝑀�… , 𝑤𝑤𝑑𝑑,𝑠𝑠,𝑗𝑗 = 𝑣𝑣 � ∝ �𝑛𝑛𝑎𝑎,𝑣𝑣
𝑙𝑙 �¬𝑑𝑑,𝑠𝑠,𝑗𝑗+𝛽𝛽

�𝑛𝑛𝑎𝑎,(⋅)
𝑙𝑙 �

¬𝑑𝑑,𝑠𝑠,𝑗𝑗
+𝑉𝑉𝛽𝛽

×  

 exp (∑ 𝜆𝜆𝑖𝑖𝑓𝑓𝑖𝑖(𝑥𝑥𝑑𝑑,𝑠𝑠,𝑗𝑗,𝑙𝑙)𝑛𝑛
𝑖𝑖=1 )

∑ exp (∑ 𝜆𝜆𝑖𝑖𝑓𝑓𝑖𝑖(𝑥𝑥𝑑𝑑,𝑠𝑠,𝑗𝑗,𝑙𝑙)𝑛𝑛
𝑖𝑖=1 )𝑙𝑙∈{𝑎𝑎�,�̂�𝑜,�̂�𝑏}

; 𝑀𝑀 ∈ {𝑎𝑎,̂ 𝑜𝑜,̂ 𝑏𝑏̂}                            (3) 

where 𝑛𝑛𝑑𝑑,𝑎𝑎
𝑠𝑠  denotes the # of sentences in domain 𝑑𝑑 assigned to aspect 𝑎𝑎.  𝑛𝑛𝑎𝑎,𝑣𝑣

𝐻𝐻 , 𝑛𝑛𝑎𝑎,𝑣𝑣
𝑂𝑂 , 𝑛𝑛𝑣𝑣

𝐵𝐵 
denotes the # of times word 𝑣𝑣 was assigned to aspect 𝑎𝑎 in the aspect, aspect specific 
opinion, and background language models respectively. A count variable with subscript 
(⋅) signifies the marginalized sum over the latter index and ¬ denotes the discounted 
counts. 

2.2  Setting Switch and Hyper-parameters 

ME-ASM performs a three-way switch between aspects, sentiments and background 
words and is motivated by models in [27, 28]. We employ a discriminative Max-Ent 
model for performing the switch. As aspect and sentiment terms play different syntactic 
roles in a sentence, we leverage the part-of-speech (POS) and syntactic chunk tags of 
the terms as features for learning the Max-Ent model 𝜓𝜓𝑑𝑑,𝑠𝑠,𝑗𝑗 conditioned on the observed 
feature vector 𝑥𝑥𝑑𝑑,𝑠𝑠,𝚥𝚥������������������  associated with 𝑤𝑤𝑑𝑑,𝑠𝑠,𝑗𝑗. We use a window of 4 terms both ahead 
and behind the term 𝑤𝑤𝑑𝑑,𝑠𝑠,𝑗𝑗  to encode feature context. The Max-Ent 𝜆𝜆 were learned using 
500 labeled terms in each domain following the approach in [28]. The hyper-parameters 



for ME-ASM were set as 𝛽𝛽 = 0.1 and 𝛼𝛼 = 50/𝐴𝐴 following [29]. The total # of aspects, 
𝐴𝐴 across all 6 domains (see §3.1) were set to 20 after tuning via our pilot experiments. 

2.3  Estimated Posterior 
Table 1 shows the top terms for the estimated posterior on 𝜑𝜑𝑎𝑎

𝐻𝐻 and 𝜑𝜑𝑎𝑎
𝑂𝑂. Owing to space 

constraints, we focus on two aspects for two domains each. As our goal is to discover 
phrasal issues, we run our model on ≤ 3-star reviews (see dataset in §3.1). Except for 
some clustering errors (italicized in red), which is a known issue in generative modeling 
[30], we see that ME-ASM yields a decent clustering of aspects and aspect specific 
sentiment terms implying negative opinions. The posterior feeds head-aspect detection 
(§3.1) and tasks I and II. 

3 Task I: Issue Sentence Classification 

This section details the task I: Given a head aspect, HA and a sentence containing the 
HA, classify whether the sentence mentions an issue or not. We first detail our dataset, 
followed by features and results.

3.1 Dataset 

To our knowledge, there are no publicly available datasets that mark phrase boundaries 
of aspect specific sentiment expressions. The closest tasks to ours are in (1) SemEval 

Issue subject: Signal Issue subject: Firmware 
Aspect (𝜑𝜑𝐻𝐻) Sentiment (𝜑𝜑𝑂𝑂) Aspect (𝜑𝜑𝐻𝐻) Sentiment (𝜑𝜑𝑂𝑂) 

signal 
wireless 
antenna 

wifi 
download 
unsecured 

feet 
router 
range 

loses 
faded 
drops 
poor 

losing 
unavailable 

slow 
clear 
weak 

firmware 
hardware 

third 
party 

version 
level 
driver 
latest 

download 

bug 
upgrade 
update 

old 
restore 

incompatible 
instable 
install 

flashing 

(a) Router Domain 
Issue subject: Screen Issue subject: Voice 

Aspect (𝜑𝜑𝐻𝐻) Sentiment (𝜑𝜑𝑂𝑂) Aspect (𝜑𝜑𝐻𝐻) Sentiment (𝜑𝜑𝑂𝑂) 
screen 

touchscreen 
display 
touch 

contrast 
garmin 

resolution 
3d 

map 

small 
sensitive 

unresponsive 
bright 
useless 
horrible 

responsive 
clutter 
poor 

 

voice 
sound 

directions 
accent 

command 
street 
name 

instructions 
english 

poor 
clarity 

understand 
sounds 
quality 
awful 
slow 

horrible 
distorted 

 (b) GPS Domain 
Table 1: Top ranked aspect and sentiment terms in two head aspects (issue subjects) across two 
domains. Clustering errors are italicized in red. 



2015 Aspect based Sentiment Analysis Task [31] which aims to discover opinion tar-
gets on entity-aspect pairs and have annotations such as {FOOD#QUALITY, “Chow 
fun”, negative, from="0" to="8"} for the sentence: “Chow fun was dry; pork shu mai 
was…” where annotations apply to aspect expressions, and (2) The MPQA 2.0 corpus 
[2] although has some labeled opinion expressions, it mostly contains generic subjec-
tive expressions spanning dimensions such as sentiment, agreement, arguing, intention, 
etc. Both corpora don’t contain the entire aspect specific sentiment phrase boundaries 
labeled and hence cannot be directly used in our task. 
  Hence, we constructed a data resource for the proposed task. Given our problem con-
text, we consider 1, 2, and 3-star product reviews from Amazon.com. For each domain, 
we annotated issue phrases for top 4 aspects that had the highest appearance of negative 
opinions (estimated using the posterior on 𝜑𝜑𝑎𝑎

𝐻𝐻 and 𝜑𝜑𝑎𝑎
𝑂𝑂 from ME-ASM). We followed 

previous work in [32] for training our judges for annotation. A phrase was defined to 
be any subjective expression that captures various sentiments (evaluation, emotion, ap-
praisal, etc.) toward the head aspect and containing the head aspect (see examples in 
§1). The annotation was distributed across four human judges (native English speak-
ers). Every sentence was tagged by at least two judges. Inconsistencies were resolved 
by a third judge. Across each domain, we obtained, kappa 𝜅𝜅 ∈ [0.71 − 0.82] indicating 
substantial to high agreements. The annotation statistics are reported below. For each 
domain, we report the head aspects and the counts as (𝑥𝑥/𝑦𝑦) where 𝑥𝑥 is the # of issue 
sentences and 𝑦𝑦 the total # of sentences in that domain: Router (1284/5063; connection, 
firmware, signal, wireless), GPS (632/2075; voice, software, screen direction), Key-
board (667/1446; spacebar, range, pad, keys), Mouse (494/2488; battery, button, 
pointer, wheel), MP3-Player (174/352; button, interface, jack, screen), Earphone 
(359/678; cord, jack wire). This dataset serves both of our tasks I and II. 

3.2 Features 
As product issues are directly reflected in the language usage, word and POS (W+POS) 
n-gram features serve as natural baselines. We consider unigrams and bigrams. Using 
(W+POS) features here is akin to traditional sentence polarity classification [33]. 

However, in our problem context, (W+POS) features are insufficient as they do not 
consider the head aspect and relevant positional/contextual features, i.e., how do differ-
ent POS tags, syntactic units (chunks), polar sentiments appear in proximity to the head 
aspect? Hence, centering on the issue subject (head aspect), we propose a set of pivot 
features to model context. 
Pivot Features: We consider five feature families which take on a set of values: 
POS Tags (𝑇𝑇 ): DT, IN, JJ, MD, NN, RB, VB, etc. 
Phrase Chunk Tags (𝐶𝐶): ADJP, ADVP, NP, PP, VP, etc. 
Prefixes (𝑃𝑃 ): anti, in, mis, non, pre, sub, un, etc. 
Suffixes (𝑆𝑆): able, est, ful, ic, ing, ive, ness, ous, etc. 
Word Sentiment Polarity (𝑊𝑊 ): POS, NEG, NEU 

Pivoting on the head aspect, we look forward and backward to generate a family of 
binary features defined by a specific template (see Table 2). Each template generates 
several feature that capture various positional context around the head aspect. Addi-
tionally, we consider up to 3rd order pivot features allowing us to model a rich and 
expressive feature space. 



Latent Semantics (LS): The generative model yields us aspect (𝜑𝜑𝑎𝑎
𝐻𝐻) and aspect spe-

cific sentiment terms (𝜑𝜑𝑎𝑎
𝑂𝑂) for each head aspect, 𝑎𝑎. It also provides us the assignments 

of latent variables 𝑧𝑧 and 𝐷𝐷 in each sentence. We leverage this information by positing 
the following features: i) Top 50 terms of 𝜑𝜑𝐻𝐻, 𝜑𝜑𝑆𝑆 , ii) # of words assigned to aspect, 
opinion, and background distributions in a sentence, i.e., |𝐷𝐷𝑑𝑑,𝑠𝑠,𝑛𝑛 = 𝑎𝑎|, |𝐷𝐷𝑑𝑑,𝑠𝑠,𝑛𝑛 = 𝑜𝑜|, 
|𝐷𝐷𝑑𝑑,𝑠𝑠,𝑛𝑛 = 𝑏𝑏|, iii) the aspect assignment for the sentence, 𝑧𝑧𝑑𝑑,𝑠𝑠, iv) for each term {𝑤𝑤|𝑤𝑤 ∈
𝜑𝜑𝑎𝑎

𝐻𝐻, 𝜑𝜑𝑎𝑎
𝑂𝑂}, the signed positional index of 𝑤𝑤 form the head aspect, 𝑎𝑎. 

3.3  Results 
We now evaluate the performance on the first task of issue sentence classification. 
Merging sentences of all head aspects per domain, we report classification results for 
each domain. Upon experimenting with various kernels (linear, RBF, sigmoid) and fea-
tures selection schemes in our pilot, we finalized on a RBF kernel SVM [34] with 𝐶𝐶 =
10, 𝛾𝛾 = 0.01 and 𝜒𝜒2 feature selection as our classifier as it performed best. Table 4 
shows the 5-fold cross validation (CV) results across different feature sets. While in-
ducing LS features, for each fold of 5-fold CV, ME-ASM was run on the full data ex-
cluding the test fold. The learned ME-ASM was then fitted to the test set sentences for 
generating the LS features of the test instances. We note the following observations: 
• Across each domain, the pivot features significantly (𝑝𝑝 < 0.01) improve precision, 

recall, and F1 scores over the baseline features across all domains. 
• LS features alone improve performance significantly (𝑝𝑝 < 0.03) and are close to 

combined W+POS+Pivot features’ performance. Particularly, LS features improve 

Category Feature  
Template Example of feature appearing in a sentence 

1st order features 
𝑋𝑋𝑖𝑖+𝑗𝑗;−4 ≤ 𝑗𝑗 ≤ 4 

𝑋𝑋 ∈ {𝑇𝑇 , 𝐶𝐶, 𝑃𝑃 , 𝑆𝑆,𝑊𝑊} 

𝑊𝑊𝑖𝑖+𝑗𝑗 
𝑊𝑊𝑖𝑖−1 = 𝑁𝑁𝑁𝑁𝑁𝑁; previous term of head aspect is of 

NEG polarity, 
 … have this terrible voice on the… 

𝑆𝑆𝑖𝑖+𝑗𝑗 
𝑆𝑆𝑖𝑖−2 = 𝑖𝑖𝑛𝑛𝑖𝑖; suffix of 2nd previous term of head as-

pect is “ing”, 
…kept dropping the signal… 

… … 

2nd order features 
𝑋𝑋𝑖𝑖+𝑗𝑗, 𝑌𝑌𝑖𝑖+𝑗𝑗;−4 ≤ 𝑗𝑗 ≤ 4 

𝑋𝑋,𝑌𝑌 ∈ {𝑇𝑇 ,𝐶𝐶, 𝑃𝑃 , 𝑆𝑆,𝑊𝑊} 

𝑇𝑇𝑖𝑖+𝑗𝑗, 𝑇𝑇𝑖𝑖+𝑗𝑗′  𝑇𝑇𝑖𝑖−2 = 𝐽𝐽𝐽𝐽, 𝑇𝑇𝑖𝑖−1 = 𝑉𝑉𝑉𝑉𝑍𝑍 , …frequently drops con-
nection… 

𝑇𝑇𝑖𝑖+𝑗𝑗, 𝐶𝐶𝑖𝑖+𝑗𝑗′  𝑇𝑇𝑖𝑖+2 = 𝑅𝑅𝑉𝑉,𝐶𝐶𝑖𝑖+3 = 𝐴𝐴𝐷𝐷𝐽𝐽𝑃𝑃 ; …screen is too 
small  … … 

3rd order features 
𝑋𝑋𝑖𝑖+𝑗𝑗, 𝑌𝑌𝑖𝑖+𝑗𝑗, 𝑍𝑍𝑖𝑖+𝑗𝑗; 

−4 ≤ 𝑗𝑗 ≤ 4 
𝑋𝑋,𝑌𝑌 , 𝑍𝑍

∈ {𝑇𝑇 ,𝐶𝐶, 𝑃𝑃 , 𝑆𝑆, 𝑊𝑊} 

𝑇𝑇𝑖𝑖+𝑗𝑗, 𝑆𝑆𝑖𝑖+𝑗𝑗′, 𝑇𝑇𝑖𝑖+𝑗𝑗′′ 𝑇𝑇𝑖𝑖+2 = 𝐽𝐽𝐽𝐽, 𝑆𝑆𝑖𝑖+4 = 𝑀𝑀𝑛𝑛, 𝑇𝑇𝑖𝑖+4 = 𝐽𝐽𝐽𝐽 ; 
 …screen is blank and unresponsive… 

… … 

Table 2: Pivot Feature Templates. The subscript 𝑖𝑖 denotes the position of the issue subject (HA) 
which is italicized and the subscript 𝑗𝑗 denotes the position relative to 𝑖𝑖. 

 



recall. We also note that although the LS feature space is smaller than pivot features, 
it can perform quite well, thereby indicating its discriminative strength. 

• Across all domains and feature sets, we find that recall is relatively lower than pre-
cision. This is due to the rather myriad forms of implied issues (e.g., “small screen 
buttons,” “firmware does not contain the fixes,” “firmware would reboot itself,” etc.) 
which are difficult cases. Nonetheless, we note that LS and pivot features signifi-
cantly improve recall over W+POS features. 

• Lastly, combining all feature sets yield the best performance with an average F1 of 
≈ 0.69 and accuracy of ≈ 0.83 across a total of 3,077 test instances (issues sentences 
of 4 domains combined, see §3.1) spanning 4 domains showing that the issue sen-
tence classification module can be fed to subsequent phrase sequence model as a 
pipelined model (§5.4). 

4 Task II: Phrase Boundary Extraction 

We now focus on task II: Given a HA and a sentence mentioning an issue, extract the 
issue phrase boundary. We consider a heuristic baseline and three tailored sequence 
models for this task. 

4.1  Unsupervised Heuristic Baseline (UHB) 
In this approach, we consider a rule based model. In our problem context, two cases 
arise: 

• The opinion phrase is in between the head aspect and a negative sentiment constitut-
ing a part of a noun, verb, adjective or adverbial phrase (e.g., “signal was so weak,” 
“loss of connection,” etc.) 

Feature Set  P R F1 Acc.  P R F1 Acc. 

Word (W) + POS  68.8 59.6 63.9 82.8  70.3 57.2 63.1 69.2 
W + POS + Pivot  74.1 66.4 70.0 85.5  73.1 60.5 66.2 71.5 
Latent Semantics  72.9 64.7 68.5 84.9  70.9 59.6 64.8 70.2 

All  81.5 69.6 75.1 88.2  76.6 64.3 69.9 74.5 

       (a) Router                                              (b) Keyboard 

Feature Set  P R F1 Acc.  P R F1 Acc. 

Word (W) + POS  69.6 58.9 63.8 79.6  65.9 56.7 60.9 85.5 
W + POS + Pivot  72.6 62.4 67.1 81.3  67.5 60.5 63.8 86.1 
Latent Semantics  71.1 62.3 66.4 80.8  66.5 59.5 62.8 85.8 

All  73.6 64.8 68.9 82.2  66.8 60.1 63.3 86.8 

         (c) GPS                                (d) Mouse 
Table 3: (P)recision, (R)ecall, F1 scores, and (Acc)uracy in % of 5-fold CV for issue sentence 
classification per domain. 



• The opinion phrase is spread out between the head aspect, a positive sentiment and 
a negator (e.g., “signal was not so strong,” “couldn’t get a stable connection”) 

For the first case, we extract the index of the head aspect, a proximal negative senti-
ment and emit the terms between them as the phrase. For the second, we sort the index 
of the head aspect, the proximal positive sentiment relative to the head aspect, and the 
proximal negator relative to the positive sentiment, and emit the phrase spanning the 
minimum to maximum index. We consider a 5 term window for our proximity measure 
(tuned via pilot experiments) and use the associated1 sentiment lexicon of [1]. This 
method serves as our baseline. Although heuristic, we will see that it can discover rel-
evant opinion phrases. 

4.2  Sequence Modeling 
Recall from §1 that issue extraction requires us to detect a sequence of words (phrase) 
that directly or indirectly implies an aspect specific opinion. Let 𝒙𝒙 = (𝑥𝑥1, … 𝑥𝑥𝑛𝑛) denote 
the sequence of observed words in a sentence, and let each observation 𝑥𝑥𝑖𝑖 has a label 
𝑦𝑦𝑖𝑖 ∈ 𝑌𝑌  indicating whether 𝑥𝑥𝑖𝑖 is part of an issue phrase, where 𝑌𝑌 = {𝑉𝑉, 𝐼𝐼, 𝑂𝑂}. The state 
space of labels follow the standard BIO notation as described in [35], where values 
taken by 𝑦𝑦𝑖𝑖 denote the Begin, Inside and Outside phrase alignments. Given a sentence 
containing an issue, 𝒙𝒙, the extraction task is to find the best label sequence 𝑦𝑦 ̂that de-
scribes an issue. We employ a first order Markov linear-chain CRF whose predictor 
takes the following form, 

   𝑝𝑝(𝑦𝑦|𝑥𝑥, Λ) = exp�∑ ∑ 𝜆𝜆𝑘𝑘𝑓𝑓𝑘𝑘(𝑦𝑦𝑖𝑖−1,𝑦𝑦𝑖𝑖,𝑥𝑥)𝑘𝑘𝑖𝑖 �
𝑍𝑍(𝑥𝑥,Λ)                  (4) 

where 𝑓𝑓𝑘𝑘 denotes the feature functions, Λ = {𝜆𝜆𝑘𝑘} denotes the feature weights, and 
𝑍𝑍(𝑥𝑥, Λ) the normalization constant which takes the following form, 

𝑍𝑍(𝑥𝑥, Λ) = ∑ �exp�∑ ∑ 𝜆𝜆𝑘𝑘𝑓𝑓𝑘𝑘(𝑦𝑦𝑖𝑖−1 
′ , 𝑦𝑦𝑖𝑖

′, 𝑥𝑥)𝑘𝑘𝑖𝑖 ��𝑦𝑦′         (5) 

Given a set of training examples {𝒙𝒙𝒋𝒋, 𝒚𝒚𝒋𝒋������} where 𝒚𝒚𝒋𝒋������ are the correct labels, we estimate 
the parameters by minimizing the negative log-likelihood (NLL), 

Λ = argmin
Λ

�−∑ log �𝑝𝑝�𝑦𝑦𝚥𝚥������𝑥𝑥𝑗𝑗, Λ��𝑗𝑗 + ∑ 𝜆𝜆𝑘𝑘
2

𝑘𝑘 �       (6) 

The term ∑ 𝜆𝜆𝑘𝑘
2

𝑘𝑘  indicates 𝐿𝐿2 regularization on the feature weights, 𝜆𝜆𝑘𝑘. It penalizes 
the NLL to prevent extreme values for 𝜆𝜆𝑘𝑘. We experiment with both CRF and CRF 
with 𝐿𝐿2 regularization (CRF-L2R). 

4.3  Linear Chain Features 
We now describe the encoding of our linear chain features (LCF), 𝑓𝑓(𝑦𝑦𝑖𝑖−1, 𝑦𝑦𝑖𝑖, 𝑥𝑥). We 
use the templates of the pivot features (Table 2) with a few changes. The index 𝑖𝑖 for 
LCF in templates refers to the (current) position of any word in the sentence and not 
necessarily the head aspect. Further, in addition to the families defined under pivot fea-
tures (§3.2), we consider latent semantic (LS) features (𝜑𝜑𝑎𝑎

𝐻𝐻 and 𝜑𝜑𝑎𝑎
𝑂𝑂 for each head as-

pect, 𝑎𝑎). These can be very useful as encoding the position of the aspect specific senti-

1 http://www.cs.uic.edu/~liub/FBS/opinion-lexicon-English.rar 
                                                           



ment terms (see Table 1) relative to the head aspect can guide phrase boundary detec-
tion. Further, each feature generated by the above defined templates is coupled with the 
value of the current label 𝑦𝑦𝑖𝑖 and a combination of current and previous labels 𝑦𝑦𝑖𝑖, 𝑦𝑦𝑖𝑖−1. 

4.4  Phrase Structural Constraints 

Although the above canonical CRF formulation can detect phrase boundaries, it has one 
key downside. Under canonical CRFs, the predictor models a large probability space 
(the denominator, 𝑍𝑍(𝑥𝑥, Λ) in (5)) as it considers all possible sequence labelings. This 
unfortunately results in sparse probabilities for potential issue phrases. This is so be-
cause all issue sequences, 𝒚𝒚 = {𝑦𝑦𝑖𝑖} always exhibit the pattern that exactly one compo-
nent of 𝒚𝒚, say 𝑦𝑦𝑙𝑙 = 𝑉𝑉 followed by one or more consecutive 𝐼𝐼 , (𝑦𝑦>𝑙𝑙 = 𝐼𝐼), followed by 
all 𝑂𝑂. So only candidate phrases that conform to the above pattern are valid phrases for 
issues. Motivated by previous work in [36], we consider a constrained model where 
𝑍𝑍(𝑥𝑥, Λ) is reduced to only valid patterns.  This reduces the contention of incorrect se-
quences thereby assuaging the sparsity problem. The key difference lies in summing 
over only valid sequences in (5).  We employ 𝐿𝐿2 regularization and refer it by CRF-
PSC. 

5 Evaluation 

This section details results for sentiment phrase extraction (Task II) (§4). 

5.1  Qualitative Analysis 

Table 4 shows the sample phrases extracted by UHB and CRF for two domains. Here 
we report the base CRF model (and not CRF-PSC) as it is representative of other CRF 
extensions. However, all four models are compared quantitatively in the subsequent 
sections. From Table 4, we note that although UHB is rule based, it can discover some 
phrases correctly including harder/longer phrases (“slow down or drop connection”). 
However, owing to non-reverence to sequential structure, it has two key downsides:  i) 
incorrect grammatical structures, ii) incoherent phrase extraction (i.e., does not capture 
the key issue). These are overcome by CRF’s sequence modeling. 

5.2  Quantitative Results 

Here we focus on per domain cross aspect analysis and also compare models across 
different domains. For each domain (see §3.1), we test on one head aspect by applying 
the sequence model learned from examples of the rest 3 head aspects for that domain. 
This gives us one set of results for one head aspect in a domain. Repeating it for other 
head aspects of that domain and averaging the performances over all head aspects for a 
domain, allows us to estimate the comprehensive performance of a model on a given 
domain. This is akin to 4-fold cross validation per aspect for each domain. Also, for 
inducing generative LS features in CRF models, we follow the same technique as used 
in task I (§3.3). We use the standard token overlap metric for evaluating the phrase 



boundaries. For each sentence 𝑠𝑠 ∈ 𝑆𝑆, if 𝑠𝑠𝑐𝑐 and 𝑠𝑠𝑝𝑝 denote the correct and predicted ex-
pression spans (tokens) of the target phrase in 𝑠𝑠, then 𝐷𝐷𝑟𝑟𝑟𝑟𝑎𝑎𝑀𝑀𝑀𝑀(𝐷𝐷) = avg

𝑠𝑠∈𝑆𝑆,|𝑠𝑠𝑐𝑐|≠0
�|𝑠𝑠𝑐𝑐∩𝑠𝑠𝑝𝑝|

|𝑠𝑠𝑐𝑐| � , 

𝑝𝑝𝐷𝐷𝑟𝑟𝑟𝑟𝑖𝑖𝑠𝑠𝑜𝑜𝑛𝑛(𝑝𝑝) = avg
𝑠𝑠∈𝑆𝑆,�𝑠𝑠𝑝𝑝�≠0 

�|𝑠𝑠𝑐𝑐∩𝑠𝑠𝑝𝑝|
|𝑠𝑠𝑝𝑝| �, and 𝐹𝐹 = 2𝑝𝑝𝑝𝑝

𝑝𝑝+𝑝𝑝 where 𝑆𝑆 is the set of sentences in the 

test fold of cross-validation. From Table 5, we note the following observations: 
• Across each domain, we note that F1 scores of sequence models progressively im-

prove in the following performance order CRF→CRF-L2R→CRF-PSC over the 
rule based baseline, UHB. This shows sequence modeling is useful in detecting is-
sue phrases. 

• Gains in F1 score of CRF, CRF-L2R over UHB are significant (see Table 5 caption). 
CRF-PSC further improves the result (especially recall) showing that encoding 
phrase structural constraints in sequence modeling for this task is useful. 

• GPS and Mouse domains seem harder as the performance of all models are rela-
tively lower than Keyboard and Router. This can be linked with the relative amount 
of training examples for each domain (see §3.1).  

Head 
Aspect 

UHB CRF 

signal 

signal was so weak 
good signal sometimes I don't 

signal losing 
signal it can interfere 

problems sending signal 
nothing to improve signal 

stopped broadcasting a signal 
starts dropping signal 

has a weak signal 
frequently loses signal  

signal faded very quickly 
weak signal like before 

connection 

connection drop problems 
loss of connection 

connection or a very poor 
slow down or drop connection 

connection refused 
connection dies 

connection would break 
constantly drops connection 

drop your connection 
connection would drop out 
hold connection steady for 

connections don't last 

(a) Router Domain 

Head  
Aspect 

UHB CRF 

screen 

screen software crashes 
defective but the screen 

lack of a screen 
screen went dead 

damaging the screen 
screen has odd 

screen doesn't come on 
screen started to fade 

screen is too small  
screen went black  

screen doesn’t come 
screen will go black 

voice 

voice is very distorted 
voice files and unneeded 

voice doesn't disturb 
disable the voice  

 voice prompts were slow 
interrupt its voice 

voice has a certain grating 
voice is very distorted 

delete the foreign voices 
voice is very shaky 

voice is scratchy 
voice is pretty feeble 

(b) GPS Domain 
Table 4: Qualitative comparison of aspect specific opinion phrases discovered by two methods 
(a) Unsupervised Heuristic Baseline (UHB), vs. (b) Linear chain CRF for two head aspects each 
across two domains. Extraction errors are italicized in red. 



5.3  Feature Ablation 
In order to assess the relative discriminative strengths of various feature families, we 
perform ablation analysis. We fix our model to CRF-PSC (as it performed best) and use 
the F1 metric. Starting from the full feature set, we drop each feature family and report 
the resulting performance. From Table 6, we note that each feature family has a positive 
contribution toward the phrase extraction task as dropping it has a statistically signifi-
cant (𝑝𝑝 < 0.05) reduction in F1 across each domain. Dropping Latent Semantic (LS) 
features, POS Tags and word polarity impacts performance substantially. Especially, 
the LS feature family as the LS features help locate the index of the aspect specific 
sentiment terms in a sentence that guides the issue phrase boundary detection. Thus, we 
can see that all feature families are useful, with some (e.g., Latent semantics) contrib-
uting significantly to phrase boundary extraction performance. 

5.4  Domain Adaptation 
We now consider a realistic setting of applying our pipelined model to two new do-
mains: Earphone and MP3 Players. We first train the issue sentence classifier and 
phrase extraction sequence models on other 4 domains. Then the issue sentences iden-
tified by the first (classification) model are fed to the previously trained sequence model 
(CRF-PSC) for phrase extraction on those sentences. We consider two systems and 
report intermediate results (prec., rec., F1, acc.) of issue sentence classification and also 
phrase boundary extraction in Table 7. The precision, recall, and F1 for phrase extrac-
tion were computed as defined in §5.2 whereby losses in classification task (e.g., false 
negative/false positive issue sentences) are accounted (as a penalty) in the recall/preci-
sion for phrase extraction respectively.  

We note relatively higher precision and recall in classification performance (col 3, 4, 

Model  P R F1  P R F1 

UHB  67.0 73.7 70.2  64.4 68.1 66.2 

CRF  87.9 76.9 82.0  86.8 74.8 80.3 

CRF-L2R  88.7 77.1 82.5  87.6 75.7 81.2 

  CRF-PSC  92.0 80.1 85.7  90.4 78.3 83.9 

         (a) Router                           (b) Keyboard 

Model  P R F1  P R F1 

UHB  67.5 67.7 67.6  60.7 59.1 59.8 

CRF  84.1 71.9 77.5  83.8 61.6 70.9 

CRF-L2R  84.8 72.7 78.3  84.5 61.9 71.4 

  CRF-PSC  86.7 73.5 79.5  86.1 63.6 73.1 

            (c) GPS                             (d) Mouse 
Table 5: Precision, recall, F1 scores of sequence models on phrase bound-
ary detection. Gains of CRF and CRF-L2R over UHB are significant at 
𝑝𝑝 < 0.01. Gains of CRF-PSC over CRF-L2R are significant at 𝑝𝑝 < 0.02. 
Significance was measured using t-test across all domains. 



Table 7) compared to individual domain experiments (Table 3) as now we have more 
training data (combination of 4 domains – Router, Keyboard, Mouse, GPS). Both sys-
tems (col 1, Table 7) find the Earphone domain harder than the MP3-Player domain. 
One possible reason for this could be that the domain of MP3 Players shares common 
aspects (e.g., screen, button) with training domains Mouse, GPS that help improve 
knowledge transfer. Nonetheless, on average, our system SVM 
(W+POS+LS+Pivot)+CRF-PSC significantly outperforms the baseline, 
SVM(W+POS)+UHB yielding an average F1 score of 82.2% for task I and 70.1% for 
task II showing decent generalization performance across new domains. 

6 Conclusion 

This work performed an in-depth analysis of a novel task in sentiment analysis – aspect 
specific opinion phrase extraction. The paper focused on phrases implying negative 
opinions (issues) in the product reviews domain. First, a generative model, ME-ASM 
was employed for discovering the top head aspects in each domain having potential 
issues. Next, the sentences containing the head aspect (issue subjects) were annotated 
for issues including issue phrase boundaries. Discriminative large-margin and sequence 
models using pivot features were employed to classify issue sentences and extract is-
sues phrase boundaries respectively. Experimental results showed that the proposed 
approach outperformed baseline systems and also facilitated inductive knowledge 
transfer across domains. The paper also contributes a new large resource of labeled 
aspect specific sentiment expressions across 6 domains that can serve for various se-
quence modeling researches/tasks in opinion mining. 

Dropped Feature Router Keyboard GPS Mouse 
None 85.7 83.9 79.5 73.1 

POS Tags 81.7 80.1 75.8 70.0 
Phrase Chunk Tags 83.8 81.7 77.3 71.3 
Word Prefix/Suffix 84.1 82.5 78.1 72.4 

Word Sent. Pol. 82.7 81.8 77.6 71.7 
Latent Semantics 80.1 77.9 74.6 68.7 

Table 6: F1 scores of CRF-PSC upon feature ablation. 

System Domain Prec Rec. F1 Acc  P-Seq R-Seq F1-Seq 

SVM (W+POS)+ 
UHB 

Earphone 80.2 70.6 75.1 75.2  53.7 53.0 53.3 
MP3 player 84.1 73.5 78.4 80.0  56.3 55.1 55.7 

Avg. 82.2 72.1 76.8 77.6  55.0 54.1 54.5 
SVM (W+POS+ 

LS+Pivot) +  
CRF-PSC 

Earphone 84.7† 76.7† 80.5† 80.3  75.3 62.9 68.6 
MP3 player 88.6† 79.8† 83.9† 84.9  78.9 65.5 71.5 

Avg. 86.7 78.3 82.2 82.6  77.1 64.2 70.1 

Table 7: Pipeline model results. Prec., Rec., F1, Acc apply to issue sentence classification. P-
Seq, R-Seq, and F1-Seq apply to performance of phrase extraction on the target domain. † in-
dicates significance at p < 0.01 measured via t-test. 
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